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Abstract: Combinatorial chemistry
and high-throughput experimentation
(HTE) have revolutionized the pharma-
ceutical industry–but can chemists tru-
ly repeat this success in the fields of
catalysis and materials science? We
propose to bridge the traditional ™dis-
covery∫ and ™optimization∫ stages in
HTE by enabling parallel kinetic analy-
sis of an array of chemical reactions. We
present here the theoretical basis to
extract concentration profiles from re-
action arrays and derive the optimal

criteria to follow (pseudo)first-order
reactions in time in parallel systems.
We use the information vector f and
introduce in this context the information
gain ratio, �r , to quantify the amount of
useful information that can be obtained
by measuring the extent of a specified

reaction r in the array at any given time.
Our method is general and independent
of the analysis technique, but it is more
effective if the analysis is performed on-
line. The feasibility of this new approach
is demonstrated in the fast kinetic anal-
ysis of the carbon ± sulfur coupling be-
tween 3-chlorophenylhydrazonopro-
pane dinitrile and �-mercaptoethanol.
The theory agrees well with the results
obtained from 31 repeated C�S coupling
experiments.

Keywords: combinatorial catalysis ¥
high-throughput experimentation ¥
kinetics ¥ reaction arrays ¥ UV/Vis
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Introduction

The discovery of new catalysts and the synthesis of new
materials have been boosted in the last decade by the
introduction of combinatorial and other high-throughput
techniques ™borrowed∫ from the pharmaceutical industry.[1]

Or have they not? This boost has not yet fulfilled the chemical
industry×s high expectations, as new catalyst libraries have not
yielded dozens of exciting new pathways to produce base
chemicals and intermediates.[2] One reason for this is that a
host of properties and process conditions must be fine-tuned
in order to yield a catalyst that is active, selective, and stable.
The new high-throughput experimentation (HTE) techniques
are invariably based on a two-step approach comprised of
primary screening of a large number of candidates (discovery
stage) followed by optimization of a small number of leads. In
the discovery stage, thousands or even tens of thousands of
catalysts may be tested, but often only one binary parameter is
scanned (for example, the product yield may be measured

only once for each reaction vessel).[3] Thus, good catalysts may
be overlooked and not pass into the optimization stage if they
score low, for any reason, in the initial discovery tests, and vice
versa.
Figure 1 illustrates the candidate selection process accord-

ing to the traditional two-stage high-throughput approach. In

Figure 1. Graphic showing candidate selection according to the traditional
two-stage high-throughput approach (top) and the reaction profiles for
three candidates (bottom). Good candidates may be mistakenly discarded
(and vice versa) if the discovery test is performed at the wrong time.
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this example, a single measurement (the discovery test) is
performed for three different catalysts at t2 , giving the results
shown by the bold dots. Looking at the reaction profiles
(broken lines) we see that it would have been better, in this
case, to perform the test at t1, because then the low initial
activity of the red candidate would be observed. Thus, it is
crucial to perform the discovery measurement at the correct
time, yet this ™correct time∫ is found only when one already
knows the kinetic profiles–a time-resolved chicken-and-egg
problem.
A possible solution to this problem would be to merge the

discovery and the optimization stages by adapting time-
resolved analysis to high-throughput environments. Unfortu-
nately, parallel HTE set-ups are ill-suited to quantitative time-
resolved analysis: most robotic systems consist of many small
and inexpensive reactors and one (expensive) analyzer (Fig-
ure 2, below). On-line analysis time becomes the limiting

Figure 2. Most common high-throughput experimental set-up used in
optimisation studies, in which one expensive analyser is used to monitor an
array of reactors sequentially.

factor simply because time does not wait for parallel
experimentation. Even in cases when numerous samples can
be stored for later off-line analysis, it is essential to determine
which samples should be analyzed. To reach these goals and
bridge the gap between the discovery and the optimization
stages, new concepts in analysis must be realized to comple-
ment the HTE robots.[4, 5]

Previously we outlined some approaches to array analysis
based on the results of computer simulations.[6] We now
present the full theoretical basis required to perform efficient
kinetic studies in parallel reaction systems, and demonstrate
our approach in the fast analysis of 31 repeats of a carbon ±
sulfur coupling reaction.

Theory

Concept and assumptions : Let us consider an array of reactors
that are all interfaced to one analysis instrument similar to the
set-up depicted in Figure 2. Suppose that these reactors are
running simultaneously the (pseudo) first-order process A�
B, where the initial concentration of A is a0, the initial
concentration of B is 0, the reaction rate constant is k and the
concentration of A at time t, at , is measured from t0 to t�
(where t� is defined as the time when conversion �99.5%).
We assume that all of the reactions follow a first-order rate

law. Thus, for each reaction in this array, Equation (1)
describes the true concentration profile of A

at� a0e�kt (1)

Regardless of the analytical technique, the measurement of
the extent of a chemical reaction over time always yields a
rate constant kƒ which is only an estimate of the true rate
constant k, and has an error �kƒ which is comprised of
systematic (bias) and random parts.[7] Let us assume that the
reaction is monitored by spectroscopy. In this case, �kƒ

depends both on the experimental set-up and on the way
that the spectra are processed. This means that �kƒ is
influenced by both the spectroscopic measurement itself[8]

and the calibration model used.[9] The concentration estimate
aƒt obtained at time t has an error �aƒt . When an adequate
calibration model is used, the systematic part of the concen-
tration error will be negligible compared with the random
part. Here we will assume that this random concentration
error is additive and that it is independently, identically
normally distributed (i.i.d.).[10]

If it is not possible to monitor all of the vessels at a given
time, a protocol to allocate the analyzer time is needed (we
will call this protocol a sampling strategy). This can be simple
and straightforward (for example, sample each vessel in turn,
one after the other) or more complicated (for example, feed
back concentration information and sample more frequently
those reactions that are changing more rapidly). Figure 3
shows three examples of such sampling strategies.

Figure 3. Examples of various sampling strategies with system parameters
shown on top left. Strategy S1: equidistant sampling along the time axis.
Strategy S2: packing the samples at the start. Strategy S3: even distribution
of samples along the concentration axis (example shown with three
equidistant samples, the concentration curve is shifted for clarity).

Single- and multiple sampling of first-order reactions : In
theory, since a0 is known, one measurement should suffice to
estimate k for each reaction. It is clear a priori that the
accuracy of this kƒwould depend on when this measurement is
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performed. For example, when the measurement is taken
immediately after the start of the reaction, �kƒ can be large.
This is true even when the error in measuring the concen-
tration is small (cf. the ten concentration profiles shown in
Figure 4, that are based on 10 kƒ values with an error in the

Figure 4. Plot of 10 theoretical first-order reaction profiles, each estimated
by taking only one measurement at t� 10 s (indicated by a dot). The
estimated profiles all start from the same a0 and the differences are due
only to the error of this one measurement. Note that large differences are
observed even though the measurement error is only �0.5% of a0 .

concentration measurement at t� 10 s of only �0.5%). We
solve this problem by deriving a method to find the optimal
time point for a single sample (see Appendix). For a first-
order reaction, given that k0 is an initial guess for k, the best
time to measure is at t � 1/k0. This is the same value obtained
first by Carr[11] and by Holler et al., in their elegant analysis of
random and systematic fluctuations in first-order rate con-
stants.[12] Our purpose, however, is different: We want to lose
as little information as possible from the reaction array. The
key quantity here is the information value f [Eq. (11],
Appendix]. Figure 5, top, shows the change in f 2 as a function
of the sampling time. For each measurement time t the height
of the curve indicates the accuracy in kƒ. The optimal time to
measure corresponds to the maximum of the curve (t � 1/k0).
The information value f is inversely proportional to the square

Figure 5. Plot of f 2 for the first-order reaction A�B as a function of time
(top) and the change in the standard deviation of kƒ for the same reaction
(bottom). The broken lines indicate the optimal sampling time at t� 1/k0 .
The shaded area on the right is proportional to the improvement in the
accuracy of kƒ if one would dedicate all measuring time from tobs onwards to
the current reaction.

root of the variance in �kƒ [Eq. (10), Appendix]. This is shown
in Figure 5.
In practice, however, several measurements are performed

for every reaction, and so several sampling strategies are
possible (see Figure 3). Deciding which sampling strategy
would yield quick yet accurate kƒ values from a large reaction
array is far from trivial. For this, we will introduce here a
general and fast method to evaluate �kƒ. This method also
enables easy visual comparison between different sampling
strategies.[13]

In high-throughput systems analysis times must be kept
short and sample numbers should be confined to a minimum.
Again, the curve shown in Figure 5, top, is useful, as the sum
of the curve×s intensities at the given sampling times is
proportional to the ™success∫ of the measurement. For
example, if only two samples are taken per reaction, one
can see that taking both at the start or at the end of the
reaction is not very sensible. The best kƒ values are obtained
when both measurements are done at the maximum of the
curve, and sampling at time points close to the maximum gives
near-optimal results.

A general sampling strategy for high-throughput experimen-
tation : We now extend the above examples to an overall
approach for performing kinetic studies in high-throughput
systems, where a large number of experiments is performed
simultaneously. A good HTE sampling strategy must be able
to decide to what reaction the next analyzer time slice should
be allocated. Such a strategy should also indicate when the
monitoring of a particular reaction is no longer sensible (for
example, conversion �99%). For the moment, let us assume
that 1) the running reactions are (pseudo) first-order; 2) that
some measurements were already performed for each reac-
tion; and 3) that the results of those previously performed
measurements are accessible.
At time tobs the system must decide which reaction vessel

should be analyzed. Let us number the reaction vessels with
an index r� 1 to R, and assume that for each reaction Nr
measurements are already performed. These Nr measure-
ments yield an estimated rate constant kƒ r . Based on this
estimate one can easily quantify the amount of information
when the measurement at tobs is actually done for vessel r. This
is done by taking the ratio of the f 2 value at tobs to the sum of
the f 2 values at previous measuring times. We will call this
ratio the information gain ratio, �r . For each reaction r the
value �r can be easily calculated using Equation (2), in which
� fr, before � 2 is the sum of the f 2 values at earlier points in time
for reaction vessel r [Equation (12), Appendix]. Thus the best
investment of analyzer time would be to sample the reaction
that has the highest �r value.

�r�
t 2obs e�2

��r tobs

� fr�before �2
� 100% (2)

The point in time when it is no longer useful to monitor a
given reaction can be determined in several ways. One way is
to estimate �kƒ using non-linear regression (or any other
method) and check when it drops below a preset limit.
Alternatively, one can check whether the remaining area
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below the ™error∫ curve (the shaded area in Figure 5) is
smaller than a user-defined percentage of the current value of
kƒ. In other words, to estimate the improvement that one could
obtain in the accuracy of kr if one would dedicate all of the
measuring time from now on to reaction r only, and compare
this value to a user-defined limit. The advantage of this
method, compared with the estimation of kƒ using regression
techniques, is that here one can actually look ahead in time
rather than backward at what has already been sampled.

Results and Discussion

An experimental example : The carbon ± sulfur coupling of
3-chlorophenylhydrazonopropane dinitrile A with �-mercap-
toethanol to give the adduct B (Scheme 1) was examined as a
model reaction.[14, 15] An excess of �-mercaptoethanol was
used to realize pseudo first-order conditions for A�B. The
reaction was followed using UV/Vis spectroscopy. 32 Repe-
titions of this experiment were performed, the first of which
was used to estimate the spectra of A and B. 271 UV/Vis
spectra were recorded for each experiment, and using these
spectra a set of 31 concentration profiles was obtained.

Scheme 1.

We used these repeated experiments to corroborate our
theoretical derivations. From the data we estimated 31 kƒ

values and calculated their average and standard deviation.
As shown below, we found indeed that the standard deviation
depends strongly on the sampling time and that lowest
standard deviation (i.e., the best estimate of k) is obtained at
the optimal sampling time.
The mean of the 31 concentrations of A at t� 0 was used as

the best estimate of a0. The kinetic model of Equation (1) was
fitted to each measured concentration profile using non-linear
regression. The value of a0 was kept fixed and k was the only
parameter. The 31 resulting kƒ values are plotted in Figure 6.
These kƒ values are random as no outlying values are found;
this confirms that the reactions are well performed. The mean
kinetic constant (designated knlin) equals 0.23min�1.
We used normalized concentration profiles of A to validate

the results derived in the Appendix. The profiles were
normalized by dividing each at by the initial concentration
(a0). The resulting rth concentration profile is designated
ar(ti), and for each profile r and each point in time ti the
minimization of the non-linear function in k [Eq. (3)] is
performed.

min
k

	 ar(ti) � e�kti 	 (3)

Figure 6. Calculated kƒ values for each of the 31 experiments, determined
by non-linear regression. The mean is indicated by the dotted line and
designated as knlin .

This yields a matrix of 31� 271 kƒ values (note that each of
these is based on only one measurement). For each point in
time the standard deviation of kƒ is then calculated over the 31
concentration profiles. Figure 7 shows these standard devia-
tions a function of time.

Figure 7. Standard deviation of kƒ (shown as �) based on the experimental
data (each dot is based on 31 kƒ values). The vertical line is drawn at t�
1/knlin and the arrow indicates the lowest value of sk. The 95% confidence
intervals are shown as dashed lines.

Our theoretical model fits well to the experimental results
(cf. Figures 7 and 5). The lowest standard deviation is found at
t� 5 min 55 s. This is close to 1/knlin (4 min 18 s) considering
the flatness of the optimum and the 95% confidence regions.
The optimal kƒ is indeed found by sampling at t 
1/k.

Multiple sampling in high-throughput systems : It would be
nice to obtain accurate rate constants which are based on a
large number of measurements. However, the size of current
reactor arrays and their centralized structure with respect to
analysis dictate that no more than, say, four or five measure-
ments should be allowed per reaction. This makes the curve of
f 2 a useful visual tool to compare and evaluate different
sampling strategies as a function of the number of samples. As
an example, let us consider the case for three measurements.
The concentration profile for k� 0.23min�1 and the points in
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time when the measurements are taken are plotted in
Figure 8a. The f 2 curve is plotted in Figure 8b, together with
the points which correspond to these measurements. Clearly,
strategy S3 (see Figure 3) is superior to S1 and S2 (because
overall the points are high on f 2 curve) and S2 in this case is
the worst (points on the curve are close to zero).

Figure 8. First-order reactant concentration profile (top) and f 2 curve
(bottom), used to compare the sampling strategies shown in Figure 3
(example with three measurements).

Examining the performance of the different sampling
strategies with respect to the best possible strategy as a
function of the number of samples gives even more informa-
tion. In the ideal case all measurements would be performed
at t� 1/k. Figure 9 shows that sampling strategy S3 is closest to
the best strategy given a low number of samples. The
performance of S1 (equidistant sampling along the time axis)
improves as the number of samples is increases while the
performance of S3 deteriorates.

Figure 9. Relative performance of the sampling strategies S1, S2, and S3.
The ™ideal∫ sampling strategy (i.e., taking all measurements at 1/k) is taken
as 100%. The sampling window size is 10 s.

Conclusion

New approaches in analysis must be taken in order to realize
the goal of high-throughput kinetic studies. In the parallel
reactor set-up (the most common to date) it is crucial to find
the optimal allocation of the analyzer time. This is even more
important in the case of slow analytical methods such as GC
and HPLC. To do this, we introduced the information gain

ratio, �r. Using a reproducible set of experimental data, we
show here that �r can be applied in various ways. It can be used
to quickly assess the performance of different sampling
strategies, to decide which reaction in the array can best be
monitored at any given time, and to halt the monitoring of a
reaction at the right moment.
The examples we show here depict first-order kinetics. The

real experimental world, however, is ™unfortunately∫ seldom-
ly first-order. We are extending the above framework to
include more complex systems (second-order reactions,
cascade reactions, catalyst deactivation, pre-equilibria and
Michaelis-Menten kinetics). In the future, the same approach
could be used for monitoring biochemical kinetics, determi-
nation of NMR relaxation rates,[16] and high-throughput
screening of biological functions.

Experimental Section

All chemicals were commercially available (99% pure) and were used
without further purification. KH2PO4 buffers were purchased from Acros
(pro analysis 0.2�). UV/Vis spectra were recorded using a Hewlett ±
Packard 8453 spectrophotometer (quartz cuvettes, 1.00 cm path length).
Data processing was performed using MATLAB.[17] A detailed description
of the sample preparation methods and the experimental apparatus has
been published.[14, 15]

A total of 32 identical experiments were performed and monitored using
UV/Vis. A stock solution of 3-chlorophenylhydrazonopropane dinitrile A
(1.034� in 0.1� NaOH) was prepared. For each experiment, part of this
stock solution was then diluted to 51.71 ��, buffered to pH 5.4 with
KH2PO4, and mixed in the quartz cuvette with an excess (276:1 mol:mol) of
�-mercaptoethanol solution (2.5 �L �-mercaptoethanol in 7.5 �L KH2PO4
buffer solution). UV/Vis spectra of the reaction mixtures were recorded
every 10 s at a wavelength range from 300 to 500 nm.

Appendix

Derivation of the optimal design criterion : We start by expanding
Equation (1) in a Taylor series around a given initial value k0 of the
kinetic constant [Eq. (4)], wherein R1 indicates the Lagrangian remainder
after a one term Taylor expansion). Then proceed by making the time axis
discrete.

at � a0 e�k0t�� t(k� k0)a0 e�k0t�R1 (4)

The interval along this discrete axis is determined by the time needed by
the spectrometer to do one measurement. In general the time axis will
therefore be equidistant because the settings of the spectrometer will not
be changed during an experiment. However, no such assumption is needed
in the derivation below. So, assume that measurements are done at N time
points tI and define the (N � 1) vector t to be [t1, t2 , t3 , . . . tN]. Also take the
vector a to contain the measured concentrations at these points in time:
a� [a(t1), a(t2), a(t3), . . . a(tN)]. Substituting both vectors into Equation(4)
gives:

a � a0e�k0t�� a0(k�k0) t ¥ e�k0t (5)

in which ™ ¥ ∫ is the Hadamard product (element-by-element multiplication)
of two vectors. The vector equation can be written in the form:

a � a0(k0t�1) ¥ e�k0t�� a0t ¥ e�k0tk (6)

or, more simply,

y � fk (7)
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where 1 is an (N� 1) vector of ones, and y and f are as defined in
Equation (8).

y� a � a0 (k0t�1) ¥ e�k0t (8a)

f�� a0t ¥ e�k0t (8b)

Solving Equation (6) is easy when is it viewed as a linear regression
problem [see Eq. (7)], in which y contains the measured values, f contains
the errorless ordinate and the scalar k is the parameter to be estimated. The
solution[18] to this problem is given by Equation (9), in which T is the
transpose operator.

k1� (fT f)�1 fTy�
fT y

� f �2 (9)

Given the initial estimate k0 , Equation (9) supplies the update, k1, of the
reaction rate constant that has the lowest error. Using the assumption
about the errors in the measured concentration (see above) and realising
that the time values in the vector t are error-free, the error structure of y is
identical to the error structure of a. The error in the estimate k1 is given by
Equation (10), in which var(a) is variance of the concentration error and
var(k1) is the variance of the estimate of the rate constant.

var(k1)�
fT

� f �2
f

� f �2 var(a)�
1

� f �2 var (a) (10)

Note that var(a) is a given value that depends on the instrumentation and
the calibration model, and that the error in the estimated rate constant is
minimized by maximizing the value of � f � 2. This result is known in as a
D-optimal design.[19] From Equation (8) one can see that the value of � f � 2
is determined by the time points (vector t) at which the samples are taken.

The best point in time to perform a measurement : Suppose that it is
possible to do only one concentration measurement during a reaction. At
what point in time should that measurement be performed? In this specific
problem the vectors t and f turn into scalars (t and f) and Equation (8)
simplifies to:

f�� t a0 e�k0t (11)

Maximizing � f � 2 is now equivalent to finding the maximum of f 2. A simple
calculation shows that there is one maximum, at t� 1/k0 .
Evaluation of specific sampling strategies in time : When multiple measure-
ments can be performed on the same reaction, the above approach can be
used to evaluate different sampling strategies. Assume, for example, that
we wish to compare the two strategies Sx and Sy, start with the same initial
estimate k0 . Sx tells us to sample at time points tx (an Nx � 1 vector) and Sy
consists of doing measurements at points in time ty (Ny � 1). We simply
compare the values � fx � 2 and � fy � 2. The sampling strategy that yields a
higher value is better. When the ratio of the highest value with respect to
the lowest is taken, it is even possible to state how much better a specific
sampling strategy is. Writing out the expression for � f � 2 gives:

� f � 2� fTf� a 20
�N

i� 1
t 2i e�2k0ti (12)

The constant a0 is irrelevant in deciding which strategy is better. The
effectiveness of a given sampling strategy may be visualised simply by
plotting the sampling times for this sampling strategy on the curve t 2 e�2k0t.
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